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- CONTROLLING ROBOTS WITH SEWKEN COMMANDS

Tony Beugelsdijk and Patrick Phalan
Los Alamos National Mboratory

P.O. BOX 1663
Los Alamos, NM 87541;

ABSTIUCT

A robotic system for handling radioactive materials has baen
davelopod at hs Alamoa National Mboratory. Bacausa of
safety ccnsidarations, tho robot must ba under tha control
of a FAumanoparator continuously. In this papar w. dascribe
tha implomontation of a voico-racognltlon systcm that makes
such control possibla, yot parmits tho robot to porfonn pra-
programmod manipulations without the oporator’s intemon-
tion. W@ also daacribo tha training given both tho oparator
and the voico rccognltlon-systam, as voll am practical
problom- ●ncountarod d’~ring routino oparation.

A ●paach synthomim unit connactod to tha robot’m control
computor providos audiblo faadback to tho uparator. Thus ,
when a task is compl.at.d or if an ●morgancy develops, thg
computer providou an appropriate spokan massage. Implomon-
tation and oparation of this commercially availabla hardwar~
nre discussed.

IN’EiODUCTION

At our Laboratoq, we find it dasirablo to us. robots for

numaroun procnnsas involving romoto manipulation of

mat~xials. Howevar, many of tha procosse8 ara not

ropatitivo, or they traat hazardoua matarial, so a human

oporator must b. in control at all times. Accordingly, it

is ●xtrcmely ucaful to let the oporator control tha robot by
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sp~aking commands into a microphone. The commands initiate

pre-programmed procedures as soon as they are spoken.
.

Speaking the commands is more convenient than entering them

at Ithe keyboard because the operator’s hands remain free for

othor tasks, and he or she may walk about. Speaking

cmmands is also more convenient than using a ‘teach

pendantm because the pre-programmed movements are executed

fastlerand more accurately. Finally, because the operator

naedw little knowledge of how the robot works or of its

programming language, he or she can operate it successfully

with little training.

EXPERIMENTAL

The major parts of our system ara depicted in Fig. 1. Tho

laboratory robot (Modal 9000 MasterLabm system, Perkin-

Elnmr Corp., Ridgefiald, CT) is undar direct control of a

microcomputer (Persona1 Computer XT~ , International

Businass Machines, Boca Raton, FL) linked to a control unit.

A voice-recognition system interprets cmunands spoken into

the microphone and passes them on to the computor. The

voice-recognition system is ●ither a specitilkeyboard with

built-in electronics (Model KB 5152V, KeyTronic Carp.,

Spokane, WA) or an interfaca card installed in the :omputer

chassis (Vocalinkm model SRB-LC, Interstate Voico Woductri,

Orange, CA).
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The speech-synthesis unit (Echo-PCm, Street Electronics

Corp., Carpinteria, CA) is connected to an RS-232 serial

port as if it wire a printer.

u the Voice-Reco-n svst~

The first step is to develop the desired robotic procedures,

storing each sequence of robot moves as a computer program

that can be initiated by entering the program’s name at the

keyboard. Each procedure must be tested thoroughly before

being put into use.

The second step is to install the voice-recognition system

in the computer and connect the microphone. For a keyboard

system with built-in el.ectrenics,installation meano simply

plugging its cable into the personal computer. If the

system is an interface card, however, sone care rn~st be

taken to ensure that its 1/0 bus address does not conflict

with the addresses of other interface cards that are already

present. If there is a conflict, the address can be changed

by switches mountod on the card.

Tha third ~tep is to 8nter a list of commands into the

computor. Using software supplied by the manufacturer of

the voico-recognition system, the user assigns ●ach command

a charactar string that is the name of one pre-programmed

procodure.
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Finally, ●ath oporator must train the voice-recognition

s}-stcm to recognize his or her voice. Software provided by

the manufacturer is again used. To do the training, the

cperator speaks each command into the microphone when

prompted by the computer. The words are repeated three to

five times until the voice-recognition system has a pattern

it considers typical of the individual’s voice.

c1 the s~-sv-is Unit

All the necessag electronics and programming already reside

in this type of speech-synthesis unit. Dip switches on the

bottom of the unit parmit the user to select tho baud rate

over the range 75 to 9600.

Reco~ion Svstem w‘LUU

First, ●ach word spokan into the microphone is compared with

thoso in tha operator’s prc-:inuslystored vocabulary li6t.

The voice-recognition system compares the spoken word’s

digitizad pattern with the pattarns of the vocabulaq words.

When a satisfactory match is found between the mpokon

command and a vocabulary word, the computer racalln the

character n~ring associated with the vocabulary word and

sends tha string to the robot controller au if the string

had baen ●ntered at the keyboard. The robot acts on the

string by performing tha pro-programmed procadure in the

dnual manner.
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PRINT commands- included in each pre-programmed robotic

procedure send selected character strings to the unit as if

it were a printer. When the speech-synthesis unit receives

a character string, the unit processes

nearly 400 rules of English pronunciation,

audible word or words through its built-in

it according to

then provides an

speaker.

RESULTS

Yoice-R=mWdm Svste.m

After their initial training, operators found the rcbot easy

to operate by speaking commands. The voice-recognition

system correctly recognized 90 percent of the words the

f .rsttime they were spoken. Usually, whenever the command

was

did

the

not recognized

not respond at

comnand was

the first time, the system and the robot

all; but they did raspond correctly when

spoken a second time. With proper

adjustment of tho pattern-recognition criteria (as discussed

below), the frequency with which the system misinterpreted

commands was reduced to lass than 1 pareent.

The systems wa uned are so sensitivo to subtle differences

in pronunciation that it was necessary for each operator to

record a vocabulary of commands and train tha system to

recognize hiu or her uniqw way of pronouncing them. In

general, when an operator tried to use the vocabulary that
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had been recorded by another, the recognition frequency was

less than 2S percent.

uI1.&

Users must exercise care in selecting the words to be output

through the speeeh-synthesis unit. We did much trial-and-

error testing to ensure that the words would be readily

intelligible. Even so, about 25 percent of the words were

unintelligible to inexperienced listeners the first time

they heard them. Listeners’ recognition rate grew to over

90 percent once they became accustomed to the unit’s accent.

DISCUSSION

Our experience is limited to commercially available voice

1/0 hardwaro designed for use in an IBM personal computer.

Therefore, we used spoken commands only with robotic systems

that can be controlled by such a computer. Moreover, we

used only systems that are among the least expensive. There

are more-sophisticated systems available that have fewer

limitations than the ones we employed.

mddJuMsmuumxMu

It is helpful, of course, if the operators have some basic

knowledge about how a personal computer works; for example,

how to ●nter commands at the keyboard and how to check for

loose cablem. It is more important, however, that the

operators be familiar with the robotic system. They need to
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know what manipulations it has been programmed to carry out,

and the command words used to initiate those manipulations.

GpeYators also -need to be trained to use the voice-

recognition system. For example, they need to know how to

position the microphone, and they must practice saying the

commands distinctly and with a noticeable pause between each

command.

Voc~arv of co~

Perhaps the most difficult task involved in installing a

voice-recognition system is preparing the vocabulary of

command words. The commands must be easy for the operator

to remember, of course, so they should be few in number. Zt

also helps if the words describe the task the robot will

perform. For ●xample, the command na~-upl! is more

suggestive of a procedure than “’moveDt.

Usually it is important to avoid words that sound similar,

but the software provided with the mystem can often allevi-

ate this problem. For example, after a vocabulary of

commands has been recorded during the training period, the

computer can test the digitized patterns and measure how

similar they are. If two words are quite similar, the

chanca for confusion can be reduced by requiring the syst~m

to make a more stringent comparison

the incoming word and the patterns

However, three is a disadvantage to

between the pattern of

of the problem words.

doing this; the system
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may fail to recognize one of the vocabulary

is a slight variation in its pronunciation.

. .
It is alsota go”odidea to avoid one-syllable

words if there

words, because

the word’s digitized pattern may be so simple that the

system has trouble recognizing it. But, again, the software

can alleviate this problem. The computer can test the digi-

tized patterns in the vocabulary and predict how easily each

command will be recognized. The computer can be instructed

to be Taorelenient when comparing the incoming word with the

simple words, if the user wishes. However, this will

increase the chance that non-vocabulary words (and even

extraneous noises) will be interpreted as commands..

allows the vocab-

few words will be

it easier for the

The software provided by the manufacturer

ulary words to be grouped so that only a

active at one time. This approach makes

system to recognize the commands successfully. An example

of such a grouping is shown in Fig. 2. The words in the

first group are activated when the operator speaks the

command ‘moveW. Thus, the system will recogii~ze only the

words, “up” , ‘down”, ‘right” and ~Qleft~ until the word

“revolve” is spoken. Then only the words “around”, ‘right~~

and ‘half” will be recognized. As illustrated by this

example, the same word can appear in two different groups

and can have different meanings depending upon which group

is active.
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We successfully.used commercially available hardware and

software to control a robot by giving it spoken commands.

Such control was augmented by audible responses from the

robot through a speech-synthesis unit.
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ROBOT

Fig. 1. Schematic of roootic system

being controlkd by spoken
commands A!lmhib
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Fig. 2. Command words grouped to improve

recognition accuracy
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